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Abstract—This paper presents the development of a 
language model for recognizing named entities in Uzbek-
language texts on oceanology and navigation. The study 
included a corpus of 5,000 sentences related to oceanology. 
These sentences contained more than 33,000 manually 
annotated words. The BIOES scheme was used to label the 
data, which allowed labeling both single-word entities and 
entire phrases. The trained model demonstrated effectiveness 
in recognizing entities such as geographic features, natural 
phenomena, vehicles, etc. The accuracy of the model when 
analyzing test texts was 88%, and the recall was 94%. Despite 
these results, the model showed a decrease in accuracy when 
analyzing texts from other areas, indicating the need for 
further improvement. In addition, the authors also conduct a 
comparative analysis with existing scientific research in this 
area to create a more relevant solution to the problem. The 
article discusses the prospects for improving the model and 
expanding the scope of its application.
Keywords: Uzbek Language, Named Entity Recognition, 
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I.	 Introduction
Today, there is an active development of the field of 

oceanology, which is one of the most dynamically developing 
scientific disciplines[1]. It is associated with solving such 
global problems as climate change, marine environment 
protection and rational use of ocean resources[2]. In light 
of the growing need for accurate and timely information 
that contributes to making informed decisions, the role of 
reliable data processing algorithms is increasing[3]. In this 
context, one of the key tasks is the recognition and further 

processing of information related to navigation systems and 
movement control. It should be noted that the sources of 
such information can be scientific articles, reports, technical 
documentation, ship logs and much more. The objects that 
need to be identified within the framework of text analysis 
are named entities, in particular, these are geographic 
objects, vehicles, natural phenomena, date and time.

Moreover, it should be noted that research conducted 
in the field of natural language processing (NLP) is often 
carried out in such common world languages as English, 
Chinese or Spanish[4]. However, such scientific solutions 
for such low-resource languages as Uzbek are either absent 
or insufficient due to the poor study of these languages[5]. 
In particular, despite the existence of a certain number of 
research works on text processing in the Uzbek language, 
they are insufficient to solve specific problems related to 
oceanography and navigation systems. 

At the same time, it should be noted that in text analysis 
tasks, recognition of named entities is one of the most 
popular and significant, since they represent key elements 
from the content of the text[6]. In particular, thanks to named 
entities, it is possible to understand the approximate context, 
because within the framework of such an analysis we can 
identify (in the context of oceanography) such key objects 
as geographical objects (seas, oceans, ports), transport 
vehicles (ships, submarines), meteorological phenomena 
(cyclones, storms) and technological systems (GPS, sonars). 
In addition, by identifying these entities, it is possible not 
only to structure information, but also to automate many 
tasks that are somehow related to navigation, ship traffic 
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management, or oceanography in general. Moreover, such 
a solution can be used in the tasks of forecasting and rapid 
response to natural disasters, which can contribute to safety 
at sea.

Regarding the main goal of the current research work, 
the authors are faced with the task of developing a model for 
recognizing named entities in Uzbek-language texts related 
to oceanography and navigation. To achieve this goal, the 
authors have formed a number of subtasks:

1.	 Analysis of similar scientific works
2.	 Collection and preparation of a language corpus in 

the Uzbek language
3.	 Development, in particular training of a language 

model on the collected corpus
4.	 Evaluation of the efficiency of the trained model.

II.	 Morphology of Uzbek Language
The Uzbek language is a member of the Turkic family 

of languages and is also the official language of the Republic 
of Uzbekistan[7]. More than 40 million people speak this 
language, and in addition, due to the language belonging to 
the Turkic family, it has the property of agglutinativity[8]. 
In addition, the modern Uzbek language, according to the 
adopted Law on Language (in 1993), uses the Latin alphabet, 
although the Cyrillic alphabet, introduced during the Soviet 
period, also remains widespread[9]. At the same time, 
Uzbek has a fairly large number of dialects, some of which 
differ not only in pronunciation, but also in spelling[10].

The Uzbek language, as mentioned above, has an 
agglutinative nature, which means that words are formed 
by concatenating affixes to the root of the word. Due to 
this property, it is possible to generate words of different 
lengths, while the meaning of the word will change each 
time, regardless of the root of the word. This phenomenon 
(change of meaning) occurs due to the fact that each affix is ​​
a grammatical autonomous unit capable of changing a part 
of speech from one word to another[11]. Example: the noun 
“qor” (translated as snow) changes to the verb “qorish” 
(translated as mix) thanks to the affix “ish”.

Sentences in the Uzbek language are formed according 
to the fairly popular SOV (subject - object - predicate) 
scheme[12]. Although, there are exceptions, but this rather 
depends on either the genre of the text (for example, poetry), 
or special cases (for example, informal dialogue). Example: 

	• Men kitobni oʻqidim - standard word order (I read 
the book).

	• Kitobni men oʻqidim - change of structure to 
highlight “I” (I read the book).

In addition, as mentioned earlier, the Uzbek language 
has several dialects, in particular, they can be divided into 
three main groups: Karluk, Oghuz and Kipchak dialects[13]. 
Examples of the difference between words can be seen in 
Table 1.

Table 1: Differences of Wordforms in Uzbek Dialects

English Karluk Oghuz Kypchak

a carrot sabzi gashir geshir

a mother ona opa one

like that unaqa bundin unday

how? qanday nichik qalay

III.	 Related Works
The authors [14] of the article propose relevant solutions 

for identifying named entities for the Uzbek language, 
which are based on traditional methods. In particular, two 
algorithms were proposed that operate on the basis of 
rules, where the linguistic rules of the Uzbek language, 
a dictionary of marked words and a dictionary of affixes, 
necessary for more correct identification of the necessary 
words, are built in. The scheme of the first algorithm itself 
is quite simple and is presented below:

1.	 Text is fed to the input
2.	 The text is segmented into an array of sentences, 

and then - an array of words.
3.	 Morphological analysis of word forms occurs
4.	 Search for a word from a dictionary of geographical 

locations
5.	 Output of the result
In addition, the authors conducted a number of 

experimental tests on the algorithm, where the accuracy of 
identifying locations reached 100%. Theoretically, this is an 
expected result due to the fact that typical search algorithm 
is used for looking for a word from the database. So, the 
algorithm will find the word in case the word is present in 
the database. On the other hand, if the word is not in the 
database, it will not be found.

The second algorithm has almost the same scheme of 
work, except for step 4, where instead of searching for a 
word from the dictionary, the algorithm performs syntactic 
analysis and, based on grammatical rules, outputs a word that 
can be a geographic location. Meanwhile, during the testing 
of the second algorithm, the efficiency was significantly 
lower - 68%. This is a more interesting result, since in this 
case the process is based not on a simple search for a word 
from the dictionary, but on grammatical rules, which can 
make mistakes in complex sentences that do not meet the 
requirements of typical sentence formation in the Uzbek 
language. In addition, the authors conducted a comparative 
analysis of existing works to show the relevance of the study.

This research paper [15] proposes software for 
identifying named entities in the Uzbek language. The authors 
of the article conducted a study of existing technologies that 
can be used to implement the NER algorithm. In particular, 
well-known technologies such as BERT, RoBERTa, and 
several neural network architectures actively used for 
NLP tasks were studied. At the same time, the researchers 
attached screenshots of the developed software for NER, 
demonstrating its performance on several sentences. 
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However, it should be noted that the authors did not 
include information on the basis of which this software was 
developed. Based on the information provided, it is not 
entirely clear how the NER algorithm was implemented 
(a machine learning model or an algorithm that works on 
the basis of rules). Although, the authors mention the BIO 
tagging scheme, which is actively used in online guides and 
Internet blogs of developers[16].

In this research paper[17], the authors propose three pre-
trained language models for Turkish in medical topics. Each 
of these models has its own specific features, in particular, 
BioBERTurkcon uses only Turkish biomedical texts for 
continuous training. At the same time, weights from the 
publicly available BERTurk dictionary are introduced. The 
second model differs in that it was pre-trained on various 
scientific articles on radiology. The last, third model was 
trained on the basis of the classical BERT, and data from 
various sources were used for training in order to create a 
model from scratch. 

To test these models, a corpus of 45,304 radiology 
reports provided by Ege University Hospital was formed. 
The reporting period was from 2016 to 2022. According 
to the testing result, it was found that the f1-scores of 
these models ranged from 89% to 93% inclusive, which 
indicates good efficiency. However, despite the proposed 
approach, such pre-trained models are difficult to apply to 
our problem. In particular, each of these models is aimed 
at working with the Turkish language, which, despite its 
kinship with the Uzbek language (Turkic language family), 
has a significant number of different grammatical rules. 
Moreover, the subject matter of the data (biomedicine) on 
which the models are pre-trained differs from the area we 
are considering (oceanology).

The article [18] is devoted to the development of an 
algorithm for recognizing named entities in the Tatar 
language. The authors proposed an iterative method 
based on n-gram comparison, which is implemented in 
the Tugan Tel corpus management system. The algorithm 
showed different results depending on the type of entities: 
from 37.7% to 100% accuracy. It is most successful in 
recognizing the names of ministries, but requires additional 
filters and extended dictionaries to improve work with more 
complex categories. In conclusion, the authors note that 
the algorithm is promising for working with low-resource 
languages, but needs further tuning to improve accuracy. 
In addition, it should be noted that this dictionary approach 
does not take into account the context of sentences, which 
will definitely lower the quality of the accuracy of the work. 
For example, consider the text in the Uzbek language: 
Kecha vazirlik tizimidagi rahbarlar Khorazmlik talaba 
ni tabriklashdi (Yesterday management of Ministry system 
congratulated a student from Khorezm). There are two 
entities, where first is marked in bold (vazirlik tizimidagi 
rahbarlar) and the second is marked in italic (Khorazmlik 

talaba). However, proposed n-Gram based algorithm will 
detect these entities wrong and total entities’ quantity will 
be 3 (vazirlik, rahbarlar, talaba).

The paper [19] presents a hybrid approach that combines 
a dictionary-based approach with a machine learning-
based AI model for named entity extraction from semi-
structured data. The authors focus on text preprocessing 
using morphological analysis, using a random walk method 
to extract semantically similar word pairs, and applying 
neural networks to recognize linguistic constructions.The 
key components include text lemmatization, a random 
walk method, and a neural network model for named entity 
extraction. The experiments showed effective results with 
an accuracy of 85% for detecting geographical names, 
demonstrating that machine learning can significantly 
improve named entity recognition in semi-structured data. 
However, such an approach is difficult to implement for the 
Uzbek language, since, unlike the Kazakh language (which 
can handle inflectional classes), it is more susceptible to 
agglutination. Due to this property, in the Uzbek language 
there are often special cases when one affix can completely 
change the meaning of a word, for example: ok (white color) 
and ok+lash (to prove someone’s innocence).

IV.	 Proposed Solution
To implement the algorithm, a multilingual Spacy 

model from the Python library was chosen. This model can 
be retrained for any other language, in particular, for such a 
low-resource language as Uzbek.

In addition, data from various sources, in particular, 
Internet news blogs and reports, were collected as training 
data. Moreover, to form a wider corpus on oceanography, 
the authors manually translated articles and some reports 
from other foreign languages ​​(Russian, English) into Uzbek. 
This made it possible to build a fairly large (for educational 
purposes) corpus, which has various terms on oceanography. 
In particular, the corpus contains a total of 5,000 sentences 
or 33,667 words, which were manually annotated by the 
authors. Words were marked up using the BIOES[20] 
method, which assumes various variants of named entities. 
In particular, the letter B means the beginning, I is the 
internal part and E is the end of the named entity. Besides, 
the letter O means that this element is outside the entity, 
and C is a named entity consisting of one word. It should 
be noted that there are several categories of entities in the 
dictionary: person, position, location, navigation, natural 
phenomena, vehicles, date and time.

Example: Kecha Vazir bilan uchrashuvda yomg’ir 
yog’di, texnologik universiteti talabalari, kollej talabalariga 
nisbatan o’z navbatini kutishdi. Translation: Yesterday it 
rained at the meeting with the Minister, but the students 
of the technological university waited for their turn, unlike 
the college students. Type of entities for each word are 
demonstrated in the Table II.
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Table II: Example of BiOES Tagging

Sentence 
#

A word in 
Uzbek

BIOES-
tag

Type of 
entity

A word in 
English

1 Kecha O none Yesterday

1 Vazir S position Minister

1 bilan O none with

1 uchrashuvda O none meeting

1 yomg’ir O none rain

1 yog’di O none was

1 texnologik B organization technology

1 universiteti I organization universitety

1 talabalari, E position students

1 kollej B organization college

1 talabalariga E position students

1 nisbatan O none unlike

1 o’z O none their

1 navbatini O none turn

1 kutishdi O none waited

Results of testing the model is included in section V. In 
terms of the algorithm scheme, it is described in Fig 1.

Fig. 1: Algorithm’s scheme.

As it can be seen, there are not many steps in algorithm’s 
work, due to trained model. 

It should be noted that the model was trained for 50 
epochs, where the f1-score value reached 91%. And the 
percentage of accuracy and recall reached 88% and 94%, 
respectively.

V.	 Testing and Results of the Algorithm
The authors of the article conducted a number of 

experiments, in particular, for the most objective evaluation 
of the algorithm, two samples were created. The first sample 
contained 250 sentences related to oceanology. The sample 
included 421 named entities. The second sample included 
sentences from different sources, including different topics, 
which also consisted of 250 sentences. The second dataset 
contained 388 named entities, but not all of them were in the 
training sample, and therefore, it is assumed that the model 
simply does not recognize them. 

The testing results showed that the model was able 
to identify named entities from the first sample with an 
accuracy of 88% (345 out of 392 named entities), and the 
completeness reached 93% (392 out of 421 named entities). 
Moreover, in the case of the second sample, the accuracy 
was noticeably lower - 84% (216 of 257 named entities), 
and the recall dropped significantly, reaching 66% (257 of 
388 named entities). The results are presented in more detail 
in Table 3 and Fig 2.

Table III: Result of Model’s Testing 

Number 
of dataset

Correctly 
detected entities / 
Detected entities

Precision Identified 
entities / total 
entities

Recall

1 345 /392 88% 392 / 421 99%

2 216 / 257 84% 257 / 388 66%

It should be noted that the results do show positive 
ratings, although in the case of the second dataset the 
indicators dropped slightly. However, as was mentioned 
earlier, this sample also contains named entities from other 
topics (for example, medicine or literature). As you can 
see, when using the model for its intended purpose (for 
the field of oceanography), it will show positive success in 
identifying the objects we need from the text.

Fig. 2: Results of model’s testing.

VI.	 Conclusion
This study presented the development of a model for 

recognizing named entities in Uzbek-language texts related 
to oceanography and navigation. The main objective was 
to create a tool that could effectively identify such named 
entities as geographic objects, date, time, persons, positions 
(job title), navigation, natural phenomena, and vehicles in 
Uzbek-language texts.

A corpus of 5,000 sentences, consisting of 33,667 
words, was collected during the work. Each of these words 
was manually annotated to a specific category of named 
entity, and if it does not belong to any of the categories, it 
is marked as a word outside the entity. The BIOES scheme 
was used to mark the entities, which allowed marking both 
individual words and entire phrases. The model trained on 
this data showed high results, especially when analyzing 
texts directly related to oceanography, where the accuracy 
reached 88%, and the recall - 94%.
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Despite the results achieved, the study also revealed 
some limitations. In particular, when analyzing texts 
containing entities from other fields (e.g. medicine 
or literature), the accuracy of the model significantly 
decreased. This indicates the need for further improvement 
of the model and expansion of the training corpus to increase 
its universality. In the future, it is planned to improve the 
algorithm by adding more data and using alternative neural 
network architectures. This will expand the scope of the 
model and improve its effectiveness in a broader context. 
In addition, it should be noted that the proposed algorithm 
might be used for other Turkic languages, which are also 
low-resourced (Karakalpak, Kyrgyz, Kazakh and e.g.).
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