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Abstract—In this study, the authors presented an algorithm 

for automatic sentiment analysis in school essays written in the 

Uzbek language. The algorithm is implemented on the basis of a 

on a convolutional neural network architecture, designed to 

classify text using TensorFlow and Keras. Authors created a 

training dataset consisting of almost 5000 sentences and phrases, 

most commonly used in everyday communication. The text data 

underwent preprocessing, including punctuation removal and 

conversion to lowercase, before being transformed into 

numerical representations using an embedding layer that was 

trained simultaneously with the model. Besides, the authors 

tested the effectiveness of the model, where the evaluation was 

carried out using such metric as precision. As a result of testing, 

the precision reached 88 for sentiment analysis in 50 essays, 

which consist of 811 sentences overall. Moreover, the authors 

conducted a comparative analysis of existing works and 

proposed further options for the development of the algorithm. 

Keywords—sentiment analysis, named entity recognition, 

Uzbek language, convolutional neural networks, essay analysis, 

emotion detection, text processing, low-resource languages, 

custom model, text classification 

I. INTRODUCTION 

There is currently a strong interest in the field of text 
analysis, which intersects linguistics, psychology and 
education[1]. Such analysis was of interest before, however, 
due to the limitations of digital resources and computing 
power, research in this area was noticeably less[2]. Though, 
nowadays it is possible to analyze text data, especially in 
educational contexts[3].  

While Natural language processing (NLP) tools have 
developed significantly for common languages such as 
English or Russian, low-resource languages such as Uzbek are 
still low-resourced in both digital resources and solutions 
(tools) for processing texts[4]. If we consider the concept of 
an essay from an educational perspective, we can note that it 
is more than just academic writing, since it also reflects the 

inner world of students, their psychological state[5]. To solve 
such non-trivial problems, we need reliable algorithms that 
can extract the objects we need from texts. 

The developed algorithm is able to identify the most 
frequently used positive and negative words or phrases. 
Moreover, within framework of the education, sentiment 
analysis helps assess the emotional state of students, which can 
be an indicator of their engagement and well-being[6]. 
Generally, frequent use of words with negative sentiment can 
reflect problematic areas, prompting timely intervention. 
Meanwhile, positive sentiment usually reflects a healthy 
attitude towards learning[7]. 

The authors have formed the following structure of the 
article: Sections 1 and 2 introduce readers to the scientific field 
under study, as well as to the morphology of the Uzbek 
language. The third section discusses similar or related 
solutions to the problem under consideration. The fourth and 
fifth sections contain information on the proposed algorithm, 
as well as the results of its testing. The sixth section presents 
the conclusion of the study, as well as proposals for further 
development of the algorithm. 

II. MORPHOLOGY OF UZBEK LANGUAGE 

Uzbek is an agglutinative language, which means that 
word forms are formed by concatenating affixes to the root of 
the word[8]. The presence of this property is due to the fact 
that it is part of the Turkic language family, where, however, 
all languages have a similar property[9]. To understand the 
current study, a slightly more detailed acquaintance with the 
Uzbek language is proposed, which is presented below. 

Agglutinative nature of the Uzbek language 
As mentioned above, the Uzbek language is agglutinative, 

which means that words are formed by combining 
morphemes. Each of the morphemes carries a specific 
grammatical function, without changing the root word[10]. 
These morphemes usually include various suffixes that 
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indicate tense, number, case, attraction and other grammatical 
categories. Unlike fusional languages, where one affix can 
encode several grammatical features, each suffix in the Uzbek 
language usually has one specific function[11]. For example, 
consider the word "kitoblarimdan" (from my books): 

• kitob (book) is the root of the word

• lar (plural) is the plural suffix

• im (my) is the possessive suffix

• dan (from) is the ablative suffix

In this single word, four different morphemes combine to 
convey the meaning "from my books". Each morpheme adds 
a specific grammatical meaning to the root word without 
changing its base form. 

Word formation in Uzbek 
Word formation in Uzbek involves a combination of 

derivational and inflectional processes[12]. Derivational 
affixes are used to create new words from existing ones, often 
changing the word class in the process. On the other hand, 
inflectional affixes modify words to express grammatical 
relationships without changing the underlying meaning. 

Derivational morphology 
Derivational affixes are often used to form nouns, 

adjectives, and verbs from existing roots[13]. For example: 

• o‘quv (related to study) + chi (agentive suffix) =
o‘quvchi (student)

• yashil (green) + lamoq (verbal suffix) = yashillamoq
(become green)

In these examples, the derivational suffixes “chi” and “la” 
transform the root words into a noun and a verb, respectively. 
By manipulating affixes in this way, you can change the 
meaning of a word, thereby transforming it from one part of 
speech to another. 

III. RELATED WORKS

The article [14] is devoted to the development of a 
morphological analysis model, which includes stemming 
(selecting the word stem), lemmatization (reducing the word 
to its initial form) and extraction of morphological features 
taking into account morpho-phonetic exceptions in the Uzbek 
language. The main focus is on the analysis of words, their 
stems, as well as endings that add various grammatical 
meanings. 

The proposed approach involves creating a set of word 
forms, affixes, and built-in rules for morphological analysis. 
At the same time, it should be noted that the authors point out 
the uniqueness of their methodology in connection with the 
studies conducted regarding the grammatical rules (and 
affixes) used for word stemming. The model was tested on a 
specially selected data corpus consisting of 40 documents and 
11,952 words. The model showed high accuracy of 91% when 
analyzing word forms. The developed tool is available as a 
web application and as a Python library, which makes it easy 
to integrate the model into other applications. However, the 
work contains a number of contradictions, for example, 
instead of the term methodology (approach), the term model 
is used, which is not noticeable at first glance. Moreover, the 
work lacks any connection with machine learning 
technologies and language models in particular, instead, the 
author offers pre-created data sets with word endings and 
morphological information. It should be noted that such an 
approach is really effective for morphological analysis, 
although it is difficult to adapt for other tasks due to its strong 
limitations. Moreover, it is difficult to adapt it for NER. 

The authors of the article[15] have developed a corpus of 
the Uzbek language. The main goal of the work is to solve a 
pressing problem in resources for the Uzbek language, 
namely, the lack of a tagged corpus for text analysis tasks. 

Moreover, this research paper also describes the creation 
of a new set of tags that can be used to mark parts of speech 
(POS) and syntax in Uzbek texts. The above-mentioned sets 
contain 102 morphological and 14 syntactic tags, which allow 
for both morphological and syntactic analysis of texts written 
in Uzbek. In addition, the authors have implemented a web 
application that can be used to manually mark texts. It should 
be noted that this tool can help in creating custom marked 
corpora, which can then be used to train machine learning 
models.  

The language corpus developed by the authors was created 
in the above-mentioned web application, where it was used to 
mark more than 10,000 words and 1,200 sentences from 
various texts. Judging by the final part of the article, the 
authors continue to mark texts, regularly replenishing its 
volume. The authors also note that in the future they plan to 
develop automatic tagging algorithms for the Uzbek language, 
where machine learning technology will be implemented. 
Moreover, they also plan to implement a similar tool for other 
Turkic languages. Despite the great significance of the work 
done, the authors offer only a corpus, without any tools for 
working with text. 

The article [16] presents a scientific work on creating a list 
of stop words for the Uzbek language. This list is intended to 
improve text processing, such as opinion analysis, information 
retrieval, text clustering and other NER tasks. Regarding the 
methodology, the authors collected a corpus created on the 
basis of school textbooks in the Uzbek language, containing 
more than 731,000 words.  

At the same time, stop words were identified using three 
methods: unigrams, bigrams and the collocation method. As a 
result of the work, three lists were compiled: unigram stop 
words, bigram stop words and bigram stop words with 
collocations. These methods themselves are not new, but their 
combination and the language to which these methods were 
applied may be of interest. Each of these methods is 
implemented using an individual approach, for example, the 
unigram method uses TF-IDF to determine the frequency of 
words. About 5% of the words that best fit the criteria of stop 
words were selected. As a result, a list of 2,348 words was 
created. At the same time, the Bigram method analyzes word 
pairs and determines stop words based on their frequency of 
occurrence. The list includes 4,548 word pairs. In addition, the 
last collocation method uses an approach similar to the bigram 
method, but in this case all possible word pairs are taken into 
account. The list includes 24,490 word pairs. 

It should be noted that the created lists of stop words can 
be used for automatic text processing, including preprocessing 
and cleaning of the source text. Despite the relevance of the 
work done, it can only be used as one of the mini-modules for 
solving a specific subtask (cleaning the text from meaningless 
words and phrases). 

The authors of the article [17] conducted a small study on 
the analysis and classification of reviews of applications 
obtained from the Google Play Marketplace. The focus sample 
was 100 of the most popular applications in Uzbekistan. The 
authors selected several popular neural network architectures 
for the analysis, and also conducted three experiments that will 
help to make an objective assessment of the effectiveness of 
each model. Regarding the datasets, the first dataset was data 
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that was manually annotated by the authors. The second 
dataset contains data that was translated into Uzbek by 
automatic translators. As a result of testing, it was found that 
the best result of working with the first dataset was shown by 
convolutional neural networks (accuracy 88.8%), and with the 
translated dataset - logistic regression (89.5%). Despite the 
usefulness of the information, it should be noted that the 
authors conducted a review study, where the task was to 
identify the best efficiency of work on sentiment analysis. This 
work can serve as a good source of knowledge for further, 
narrower scientific research. 

IV. PROPOSED SOLUTION

To solve the problem of sentiment analysis of school 
essays in the Uzbek language, the authors developed an 
algorithm based on a convolutional neural network. The 
proposed algorithm is focused on using a model built from 
scratch, which is technically a pipeline for text classification 
using TensorFlow and Keras. In Fig. 1 there is a test process 
of sentence: Tushumda men matematika fani o’qituvchimizni 
ko’rdim, undan qo’rqaman, sabibi doir kech qolganimda u 
meni uradi. It can be translated like: In my dream, I saw a math 
teacher, I am afraid of him, because he usually beats me when 
I am late for lesson.  

Fig. 1. A moment from model’s work. 

Researchers of the paper built a training dataset, which 
consist of 3,100 positive and 1,600 negative sentences, and 
phrases that are most often used in everyday communication. 
The texts were pre-processed to remove punctuation and 
convert to lowercase. Then, for each word in the texts, numeric 
representations were created using an embedding layer that 
was trained together with the model. 

The algorithm includes the following steps: 

1. The texts of phrases are converted into numeric
sequences using a tokenizer, which creates a
dictionary containing all the unique words in the
training dataset. Each word in the texts is replaced
with a number representing its position in this
dictionary. This allows text data to be converted into
a numeric form suitable for feeding to the model.

2. The model includes the following layers:

• Embedding layer: Converts input words into
fixed-size multidimensional vectors.

• Conv1D: Extracts local features from texts using
convolutions of size 5. The convolutional layer
helps to identify patterns in the data, such as N-
grams, that may be important for the
classification task.

• GlobalMaxPooling1D: Reduces the
dimensionality of features, leaving only the most
significant ones.

• Fully connected layers (Dense): The first layer
trains the model to combine the features extracted
by the convolutional layers. The second layer
performs the final classification using the
sigmoid activation function.

• Dropout layer: Regularizes the model, preventing
overfitting by randomly "turning off" 20% of the
neurons.

3. The model is compiled with the binary_crossentropy
loss function and the Adam optimizer. Training is
performed for 30 epochs using a batch size of 128.

The training and validation process is shown in Fig. 2 

Fig. 2. Training and validation process. 

The graph above shows the dynamics of accuracy for the 
training and validation samples during the model training 
process over 30 epochs. As you can see, the model shows high 
accuracy rates already at the initial stages, in particular, the 
accuracy rate is more than 85% on the validation sample. It 
can be concluded that the model quickly learns to find 
significant patterns in the data. 

V. TESTING AND RESULTS OF THE ALGORITHM

The testing included a sample of 50 school essays, which 
consisted of 811 sentences, each of which was either a positive 
or a negative sentence. As a result of testing, the model 
successfully classified 88% of the sentences (713 out of 811). 
One of the main problems for correct classification was the 
words in different forms (a wide variety of affix 
combinations), so the model could not recognize them. More 
detailed information about the testing results can be found in 
Table I. 

TABLE I. RESULT OF MODEL’S TESTING  

Object of 
detection 

Correctly detected / detected  

Precision 

Sentiment 713 / 811 88% 

VI. CONCLUSION

In this study, an algorithm for automatic sentiment analysis 
in school essays written in the Uzbek language was developed. 
The authors substantiated the need to create such a solution 
and conducted a comparative analysis of existing works. The 
developed algorithm is based on a convolutional neural 
network architecture, which is technically a pipeline for text 
classification using TensorFlow and Keras. The model was 
trained on a sample, which consist of 3,100 positive and 1,600 
negative sentences. 
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In addition, the authors tested the model on 50 essays, 
which consisted of 811 sentences, each of which was either a 
positive or a negative sentence. As a result of testing, it was 
revealed that the algorithm achieved 88% accuracy in the task 
of classifying sentences on positive or negative respectively.  

The ability to automatically analyze sentiment in student 
essays can provide educators with a deeper understanding of 
students’ emotional and psychological states, thereby 
informing more targeted educational interventions. Future 
work will focus on expanding the dataset to include a wider 
range of topics, thereby improving the generalizability of the 
model.  
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